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Abstract—Forecasting is a statistical analysis to obtain an overview the development of event in the future. Forecasting 

performed on time series data, is a series of data observation data that affected by previous data. In addition, time series 
data is also affected by the location of research, it is called spatial correlations. This correlation can be analyzed by cluster 
analysis method. Cluster analysis aims to group objects based on similar characteristics. Variability of rainfall in Jember 
Regency depends on time and space so that there is a spatial correlation. Cluster analysis is expected to form groups that 
optimal in the data so that the forecasting results more optimal. Selection of the best forecasting models in this study is 
determined by the smallest RMSE value. 
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INTRODUCTION  
Cluster analysis is a multivariate technique that has 

the main purpose to classify objects based on the 
characteristics possessed. Cluster analysis to classify 
objects so that any objects that are closest parallels are in 
the same cluster. The resulting clusters have internal 
homogeneity and external heterogeneity high. Another 
goal of cluster analysis is to find a subset of the variables 
that have the highest correlation, so that these variables 
can describe subsets without losing important 
information [1]. Cluster analysis can be used to group 
data on a time series forecasting. 

Time series data is data obtained from the points of 
time, where there is a correlation between the structure of 
its values[2]. Time series data from several adjacent sites 
often have a mutually dependent relationship[3]. This 
relationship is called spatial correlation. Forecasting time 
series data that is linked to the time and location modeled 
with Generalized Space Time Autoregressive (GSTAR). 
This model is the development of Space Time 
Autoregressive (STAR) models, which tend to be 
inflexible in the face of the locations that have the 
characteristics of heterogeneous [1]. Unlike the STAR 
model, GSTAR not require that the values of the 
parameters the same for all locations. Therefore, GSTAR 
model more realistic, because in fact more prevalent 
models with different parameter model for different 
locations [4]. The difference  between locations are 
shown in the form of weighting matrix. 

Rainfall data is one of the time series data that have 
spatial correlation. Rainfall variability is heavily 
dependent on space and time. According to the scale of 
the space, precipitation variability was much influenced 
geography, altitude, latitude location, topography and 
general wind direction [5]. So each location tend to have 
different rainfall. Based on this, researchers are interested 
in deploying a cluster analysis on the modeling of time 
series forecasting with spatial relationships for rainfall 
data in Jember district. Cluster analysis is used to classify 
locations homogeneous rainfall station in the same 
cluster and forecasting carried out on the data that has 
been clustered. Cluster analysis used in this study is the 
K-Means cluster analysis and forecasting models that 
will be used is GSTAR. 

 
RESEARCH METHODS 

 Research  Data  a.
The data used in this study is the rainfall data of 77 

rainfall stations in the Jember Regency period January 
2005 to December 2015. This data is derived from 
research data [6].  Data is divided into two parts, ie the 
data in-sample and out-sample of data. In-sample data 

used to establish a model, while the out-sample data is 
used to check the power of prediction models created 
from the data in-sample. 
1. Data in-sample: in January 2005 to December 2014 

as many as 120 data. 
2. Data out-sample: in January 2015 to December 

2015 as many as 12 data. 
List of the 77 rainfall station can be seen in Table 1. 

Table 1 Data rainfall station in the Jember regency 
No Rainfall Station  No Rainfall Station 
1 Watuurip  40 Sabrang DM. 4 2 Tanggul  41 Sabrang SB. 1 3 Darungan  42 Sumberejo 4 Sukorejo  43 Tempurejo 5 Dam Langkap  44 Sanenrejo 6 Dam Kijingan  45 Kr. Kedawung 7 Dam Tugusari  46 Renes (Ajung) 8 Wringin Agung  47 Dam Makam 9 Pladingan  48 Dam Pecoro 10 Pondokwaluh  49 Rambipuji 11 Kencong  50 Rawatamtu 12 Kencong  51 Curahmalang 13 Wonorejo  52 Dam Klatakan 14 Bagorejo  53 Dam Karanganom 15 Gumukmas(BT)  54 Dam Pono 16 Bedodo  55 Dam Manggis 17 Gumukmas(KT)  56 Dam Semangir 18 Menampu  57 Bintoro 19 Pondokjoyo  58 Dam Sembah 20 Pondokjoyo  59 Kopang 21 Semboro  60 Wirolegi 22 Paleran  61 Jember 23 Puger  62 Dam Tegal Batu 24 Grenden  63 Sukowono 25 Jambearum  64 Sukorejo 26 Balung  65 Sbr. Jambe 27 Karangduren  66 Cumedak 28 Gumelar Timur  67 Sbr. Kalong 29 Tamansari  68 Ajung 30 Glundengan  69 Ledokombo 31 Lojejer  70 Suren 32 Ampel  71 Sumberjati 33 Tanjungrejo  72 Silo 34 Kesilir  73 Seputih 35 Dam Talang  74 Jatian 36 Jenggawah  75 Kottok 37 Kemuningsari  76 Pakusari 38 Jatisari  77 Dam Arjasa 39 Karang Anyar    

 Grouping Data with K-Means Cluster Analysis b.
In this study 77th rainfall station are grouped into 4 

clusters. Forecasting is performed on each grouping.  The 
grouping data in this study using the K-Means cluster 
analysis. K-Means is one of the non-hierarchical cluster 
method used to classify data that have a large size [7]. 
The process of grouping with K-means is as follows: 
1. Determine the number of clusters (݇) 
2. Determine the center of the cluster. Cluster centers is 

the average of the whole object in the group. 
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3. Determine the shortest distance (Euclidean) each 
object with the center of the cluster. 

4. Grouped  object to a cluster based on the flats nearby. 
5. Recount central cluster if the object is moved from 

the starting position. 
6. Repeat step 2 until no further transfer of objects 

between clusters. 
 

 Identification of Stationary  Data c.
Time series data is said to be stationary if the mean 

and variance constant or no systematic change. Formally  
to identify stationary data is done by using Augmented 
Dickey Fuller (ADF) or by looking at the cross 
correlation matrix scheme MACF and MPACF. If the 
plot MACF and MPACF down slowly, the data is not 
stationary to mean so needs differencing. Similarly if the 
value up and down value on lambda is less than zero then 
the data has not been stationary on the variant, so it is 
necessary to transform Box Cox [8]. 

ADF test is a test to determine whether a stationary 
time series data contains unit root. The model used is ∆ ௧ܻ ൌ ଵߚ + ߜ (ܻ௧ିଵ) + ݁ଵ                     (1) 
where   ߜ ൌ ߩ െ 1 and the hypothesis is ܪ଴: ߜ ൌ 1 ( ௧ܻ is not stationary) ܪଵ: ߜ ൏ 1 ( ௧ܻ is stationary) 

 
The significance test for this hypothesis using test τ 

(tau) with a test statistic is ߬ ൌ ఘ
(ௌா(ఘ)). Hypothesis ܪ଴ 

rejected if τ is smaller than the value of τ in ADF with 
certain real level or p-value ൏ 5% [9]. 

 
 Identification GSTAR Model d.

GSTAR is a model that has a relationship between 
time and location where the locations studied had 
heterogeneous characteristics. In GSTAR, parameter 
values at the same spatial lag allowed different. In matrix 
notation, GSTAR models with p autoregressive degrees 
and degrees of spatial ߣଵ , , ଶߣ ⋯ ,  ௣ is modeled byߣ

(ݐ)ܼ ൌ ෍[∅௞଴ + ∅௞ଵܹ]ܼ(ݐ െ 1)
௣

௞ୀଵ
+  (2)             (ݐ)݁

where is 
∅௞଴   ൌ ݀݅ (߶௞଴ଵ  , ⋯ , ߶௞଴௡ ) 
∅௞ଵ   ൌ ݀݅ܽ (߶௞ଵଵ  , ⋯ , ߶௞ଵ௡ ), and ܹ    ൌ Weight with ௜ܹ௜ ൌ 0 and ∑ ௜ܹ௜௜ஷ௝ ൌ 0 

 noise vector size (݊ × 1) multivariate = (ݐ) ݁
normal distribution with mean 0 and variance-
covariance matrix ఙమ

ே  [10]. 
 Selection of Order GSTAR Models e.

The selection of spatial order GSTAR generally 
restricted to the order of 1, because the higher order will 
be difficult to interpret[11]. Meanwhile, on the order of 
time (autoregressive) can be determined by AIC (Akaike 
Information Criterian). Selection of the best order models 
can be determined by looking at the smallest AIC value.  

The calculation of the value AIC formulated with 
(݌)ܥܫܣ ൌ ln อ෍(݌)

~

௨
อ + ݌2

ܶ  ଶܭ
Where ∑ ௨~(݌) ൌ  ܶିଵ ∑ ො௧′௧்ୀଵݑො௧ݑ  is a matrix of the 

estimated residual vector autoregressive models (݌) and ܶ and ܭ respectively are the number of residual and 
number of variable [4].  

 
 Weight Calculation Model Location GSTAR f.

One of the locations weight on GSTAR is the 
inverse distance. This weight value is obtained by 
calculating the distance between the actual locations. The 
closer two locations will have greater weight  value. 

Weighting by the inverse distance refers to the distance 
between sites, for example the distance between the four 
locations are defined: ݎଵ  = distance between location 1 and 2 ݎଶ  = distance between locations 1 and 3  ݎଷ  = distance between locations 1 and 4 ݎସ  = distance between locations 2 and 3 ݎହ  = distance between locations 2 and 4 ݎ଺  = distance between locations 3 and 4 

Written in matrix form: 

ࢃ ൌ ൦
0 ଵܹଶ ଵܹଷ ଵܹସ
ଶܹଵ
ଷܹଵ

0ܹ
ଷଶ

ଶܹଷ0 ଶܹସ
ଷܹସ

ସܹଵ ସܹଶ ସܹଷ 0
൪ 

ൌ

ێۏ
ێێ
ێێ
ێێ
ۍ 0 ଶݎ + ଷݎ

ଵݎ + ଶݎ + ଷݎ
ଵݎ + ଷݎ

ଵݎ + ଶݎ + ଷݎ
ଵݎ + ଶݎ

ଵݎ + ଶݎ + ସݎଷݎ + ହݎ
ଵݎ + ସݎ + ହݎ

0 ଵݎ + ହݎ
ଵݎ + ସݎ + ହݎ

ଵݎ + ସݎ
ଵݎ + ସݎ + ସݎହݎ + ଺ݎ

ଶݎ + ସݎ + ହݎ଺ݎ + ଺ݎ
ଷݎ + ହݎ + ଺ݎ

ଶݎ + ଺ݎ
ଶݎ + ସݎ + ଷݎ଺ݎ + ଺ݎ
ଷݎ + ହݎ + ଺ݎ

ଷݎ0 + ହݎ
ଷݎ + ହݎ + ଺ݎ

ଶݎ + ସݎ
ଶݎ + ସݎ + ଺0ݎ ۑے

ۑۑ
ۑۑ
ۑۑ
ې

 

 
The above matrix is standardized in the form ܹ݆݅∗ to 

get ∑ ܹ݆݅ (௟)௜ஷ௝  ݅≠݆ = 1 [12]. 
 

 Parameter Estimation GSTAR Model g.
Parameter estimation GSTAR be done using Least 

Squares Method. GSTAR with order ݌ ൌ  1 and order 
spatial 1 will result model 
ܼ௜(ݐ) ൌ ∅ଵ଴(௜)ܼ௜(ݐ െ 1) + ∅ଵଵ(௜) ෍ ௜ܹ௝

ே
௝ୀଵ ௝ܼ(ݐ െ 1)

+ ݁௜(ݐ) 
With ܼ௜(ݐ) expressed observations on ݐ ൌ  0,1, ⋯ , ܶ 

for ݅ ൌ  1,2, ⋯ , ܰ location. 
This applies to linear form ௜ܻ ൌ ௜ܺߚ௜ + ݁௜ 

࢏ࢅ ൌ ൦
ܼ௜(1)
ܼ௜(2)

⋮ܼ௜(ݐ)
൪,    ࢏ࢄ ൌ ൦

ܼ௜(0) ௜ܸ(0)
ܼ௜(1) ௜ܸ(1)

⋮ܼ௜(ݐ െ 1) ⋮
௜ܸ(ݐ െ 1)

൪, 

࢏ࢋ  ൌ ൦
݁௜(1)
݁௜(2)

⋮݁௜(ݐ)
൪ 

ࢼ  ൌ
൫∅ଵ଴(ଵ), ∅ଵ଴(ଶ), ⋯ , ∅ଵ଴(ே);  ∅ଵଵ(ଵ), ∅ଵଵ(ଶ), ⋯ , ∅ଵଵ(ே)൯ 
with 

௜ܸ(ݐ) ൌ ෍ ௜ܹ௝ ௝ܼ(ݐ)ே
௝ୀଵ  

Match the model for all the linear model is ܻ ൌ ܺߚ +  
with   ܻ ൌ ( ଵܻᇱ, ଶܻᇱ, ⋯ , ேܻᇱ)ᇱ ܺ ൌ ( ଵܺ, ܺଶ, ⋯ , ܺே)  ߚ ൌ ,ଵᇱߚ) ,ଶᇱߚ ⋯ , ݁ ேᇱ)ᇱ andߚ ൌ (݁ଵᇱ, ݁ଶᇱ, ⋯ , ݁ேᇱ)ᇱ 
so the form of the least squares estimation of ߚመ் is 
መ்ߚ ൌ (ܺ′ܺ)ିଵܺ′[13] ݕ. 

 
 Feasibility GSTAR Model h.

GSTAR be feasible if it meets the constant variance 
(white noise). Testing assumptions need to be conducted 
to determine whether the residual meet the white noise. if 
the layout contained in the AIC values lag AR (0) and 
MA (0) then the residual meet the assumption of white 
noise[4]. Fulfillment Assuming white noise can be done 
using the portmanteau test with significance level of 5%. 
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RESULTS AND DISCUSSION 
a. Identification of Data 

77th rainfall station are grouped into 4 and 6 clusters 
using the K-Means. The results are summarized in table 
2.  

 
Table 2. The Result of Grouped Data 
No. 4 Cluster Number of Object 6 Cluster Number of Object 
1. Cluster 1 (Zସଵ) 15 Cluster 1 (Z଺ଵ) 14 
2. Cluster 2 (Zସଶ) 24 Cluster 2 (Z଺ଶ) 22 
3. Cluster 3 (Zସଷ) 29 Cluster 3 (Z଺ଷ) 25 
4. Cluster 4 (Zସସ) 9 Cluster 4 (Z଺ସ) 3 
5. - - Cluster 5 (Z଺ହ) 5 6. - - Cluster 6 (Z଺଺) 8 
 Total 77 Total 77 

 
Forecasting is performed on each grouping. The data 

used is the average value of rainfall from each station in 
these groups. Data used in forecasting must be stationary 
on the mean and variance. Stationary on the variance can 
see from plot of data. 

 Fig 1. Plot of Data with 4 grouping 

 Fig 2. Plot of Data with 6 grouping 
 
Plot data on Figure 1. and Figure 2. have not 

significant changes so can be said that the data has been 
stationary for variant. Stationary on the mean can see 
from ADF test. 
Table 3. The Result of ADF Test 

Clustering Location ADF-test p-value Description 

4 Cluster 
ܼସଵ -7.8237 0.01 stationary 
ܼସଶ -7.6768 0.01 stationary 
ܼସଷ -7.7669 0.01 stationary 
ܼସସ -7.7301 0.01 stationary 

6 Cluster 

ܼ଺ଵ -7.7472 0.01 stationary 
ܼ଺ଶ -7.5623 0.01 stationary 
ܼ଺ଷ -7.7967 0.01 stationary 
ܼ଺ସ -8.3247 0.01 stationary 
ܼ଺ହ -6.9225 0.01 stationary 
ܼ଺଺ -7.5013 0.01 stationary 

 
From table we can see that ADF test generate p-

value ൏ 5%, so we can say that the data is stationary on 
the means. 

 
GSTAR Modeling 

GSTAR models depend on spatial and 
autoregressive order. Spatial order of GSTAR model 
restricted to only one. While the autoregressive order 
model can be determined from the value of the smallest 
MIC. The smallest MIC value lies in AR(1) and MA(0) 
amounting to 32.533335 for 4 grouping and 49.144803 
for 6 Grouping. so that got p value is 1 and the models 
formed by ܼ௜(ݐ) ൌ [∅ଵ଴ + ∅ଵଵܹ]ܼ(ݐ െ 1) + ൌ                         (ݐ)݁ ∅ଵ଴ܼ(ݐ െ 1) + ∅ଵଵܹܼ(ݐ െ 1) +   (ݐ)݁

 
b. Weights Locations 

Location weight in this study using inverse distance 
weighting. The distance between location calculated 
based on the shortest distance between stations on each 
cluster. Inverse distance weighting presented in the 
following matrix. 

௜ܹ௝ ൌ ቎
0 0.763 0.575 0.6630.6140.635 00.857 0.7280 0.6580.5080.699 0.813 0.488 0

቏ for 4 grouping 
and  

௜ܹ௝ ൌ
ێۏ
ێێ
ۍێ

0 0.924 0.888 0.932 0.364 0.8920.753 0 0.826 0.652 0.913 0.8560.8430.9310.6180.840

0.9250.8920.9840.935

00.8000.9010.728

0.72200.6660.911

0.7680.43800.586

0.7410.9390.8310 ۑے
ۑۑ
  ېۑ

for 6 grouping. 
 

c. Parameter estimation  
Parameter estimation in this study using OLS 

(Ordinary Least Square). Parameter estimation results are 
summarized in the following table.  
Table 4. The Result of Parameter estimation results for 4 

grouping 
Parameter Estimasi Std. Error t-value p-value Sig 

∅ଵ଴ 0.19894 0.18510 1.075 0.28303      
∅ଶ଴ 0.33726 0.27760 1.215 0.22501      
∅ଷ଴ -0.48306 0.25659 -1.883 0.06038 .   
∅ସ଴ 1.29705 0.21466 6.042 3.1e-09 *** 
∅ଵଵ 0.29153 0.10029 2.907 0.00382 **  
∅ଶଵ 0.15833 0.13271 1.193 0.23346      
∅ଷଵ 0.42742 0.09525 4.487 9.1e-06 *** 
∅ସଵ -0.40856 0.14727 -2.774 0.00575 **  

Table 5. The Result of Parameter estimation results for 6 
grouping 

Parameter Estimasi Std. Error t-hitung p-value Sig 
∅ଵ଴ -0.02353 0.24149 -0.097 0.922413       
∅ଶ଴ 0.18773 0.06082 3.087 0.002105 **  
∅ଷ଴ -0.46668 0.30212 -1.545 0.122870       
∅ସ଴ 0.26518 0.06998 3.789 0.000164 *** 
∅ହ଴ -0.44221 0.26471 -1.671 0.095260  . 
∅଺଴ 0.19598 0.04650 4.215 2.83e-05 *** 
∅ଵଵ 0.50106 0.12064 4.153 3.68e-05 *** 
∅ଶଵ 0.09230 0.04254 2.170 0.030365 *   
∅ଷଵ 0.52564 0.12834 4.096 4.70e-05 *** 
∅ସଵ 0.02366 0.03451 0.685 0.493279       
∅ହଵ 1.09123 0.18616 5.862 7.04e-09 *** 
∅଺ଵ -0.12523 0.05918 -2.116 0.034674 *   
 
From the table shows that there are some p-value 

greater than 0.05 is the parameter ∅૚૙,  ∅૛૙, ∅૛ଵ for 4 
grouping and for ∅૚૙,  ∅૛૙, ∅ସଵ 6 grouping. This 
indicates that parameter is not significant but the 
parameter is still used in modeling in forecasting GSTAR 
because there is no guarantee that the models created 
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from the significant parameters will generate small error 
values. So the models for 4 grouping obtained are as 
follows 

 መܼସଵ(ݐ) ൌ 0.199ܼସଵ(ݐ െ 1) + 0.222ܼସଶ(ݐ െ 1)
+ 0.168ܼସଷ(ݐ െ 1) + 0.193ܼସସ(ݐ െ 1)
+ ݁ଵ(ݐ) መܼସଶ(ݐ) ൌ 0.337ܼସଶ(ݐ െ 1) + 0.097ܼସଵ(ݐ െ 1)
+ 0.115ܼସଷ(ݐ െ 1) + 0.104ܼସସ(ݐ െ 1)
+ ݁ଶ(ݐ) መܼସଷ(ݐ) ൌ െ0.483ܼସଷ(ݐ െ 1) + 0.271ܼସଵ(ݐ െ 1)
+ 0.366ܼସଶ(ݐ െ 1) + 0.217ܼସସ(ݐ െ 1)
+ ݁ଷ(ݐ) መܼସସ(ݐ) ൌ 1.297ܼସସ(ݐ െ 1) േ 0.286ܼସଵ(ݐ െ 1)
+ 0.332ܼସଶ(ݐ െ 1) + 0.199ܼସଷ(ݐ െ 1)
+ ݁ସ(ݐ) 

 
with RMSE 109.7019. And the models for 6 grouping 
obtained are as follows 

 መܼ଺ଵ(ݐ) ൌ െ0.024ܼ଺ଵ(ݐ െ 1) + 0.924ܼ଺ଶ(ݐ െ 1)
+ 0.888ܼ଺ଷ(ݐ െ 1) + 0.932ܼ଺ସ(ݐ െ 1)
+ 0.364ܼ଺ହ(ݐ െ 1) + 0.892ܼ଺଺(ݐ െ 1)
+ ݁ଵ(ݐ) መܼ଺ଶ(ݐ) ൌ െ0.467ܼ଺ଶ(ݐ െ 1) + 0.753ܼ଺ଵ(ݐ െ 1)
+ 0.826ܼ଺ଷ(ݐ െ 1) + 0.652ܼ଺ସ(ݐ െ 1)
+ 0.913ܼ଺ହ(ݐ െ 1) + 0.856ܼ଺଺(ݐ െ 1)
+ ݁ଶ(ݐ) መܼ଺ଷ(ݐ) ൌ െ0.442ܼ଺ଷ(ݐ െ 1) + 0.843ܼ଺ଵ(ݐ െ 1)
+ 0.925ܼ଺ଶ(ݐ െ 1) + 0.722ܼ଺ସ(ݐ െ 1)
+ 0.768ܼ଺ହ(ݐ െ 1) + 0.741ܼ଺଺(ݐ െ 1)
+ ݁ଷ(ݐ) መܼ଺ସ(ݐ) ൌ 0.501ܼ଺ସ(ݐ െ 1) + 0.931ܼ଺ଵ(ݐ െ 1)
+ 0.892ܼ଺ଶ(ݐ െ 1) + 0.800ܼ଺ଷ(ݐ െ 1)
+ 0.438ܼ଺ହ(ݐ െ 1) + 0.939ܼ଺଺(ݐ െ 1)
+ ݁ସ(ݐ) መܼ଺ହ(ݐ) ൌ 0.526ܼ଺ହ(ݐ െ 1) + 0.618ܼ଺ଵ(ݐ െ 1)
+ 0.984ܼ଺ଶ(ݐ െ 1) + 0.901ܼ଺ଷ(ݐ െ 1)
+ 0.666ܼ଺ସ(ݐ െ 1) + 0.831ܼ଺଺(ݐ െ 1)
+ ݁ହ(ݐ) መܼ଺଺(ݐ) ൌ 1.091ܼ଺଺(ݐ െ 1) + െ0.105ܼ଺ଵ(ݐ െ 1)
+ െ0.117ܼ଺ଶ(ݐ െ 1)
+ െ0.091ܼ଺ଷ(ݐ െ 1)
+ െ0.114ܼ଺ସ(ݐ െ 1)
+ െ0.073ܼ଺ହ(ݐ െ 1) + ݁଺(ݐ) 

with RMSE 105.2595.  
 

d. Feasibility of Model 
Feasibility of Model using Portmanteau test. 

Portmanteau test generate p-value is greater than 0.05. 
This suggests that the residuals still meet the assumptions 
of “white noise”. Therefore we can conclude the model 
fit for use. Portmanteau test results are summarized in the 
following table 6. 
Table 6. The Result of Portmanteau test 

lag 4 Cluster 6 Cluster 
df p-value df p-value 

2 16 0.0832 36 0.0823 3 32 0.5175 72 0.5066 4 46 0.2063 108 0.7007 5 64 0.1342 144 0.7003 6 80 0.2094 180 0.6696 7 96 0.3957 216 0.7095 8 112 0.2789 252 0.8578 9 128 0.0724 288 0.9381 10 144 0.0824 324 0.9269 
 

CONCLUSION 
Based on data analysis,  RMSE values generated at 

grouping by 6 groups is smaller than grouping by 4 
groups. So we can conclude that grouping by 6 groups 
making better forecast model. 
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